
Electrodynamics – PHY712

Lecture 4 – Electrostatic potentials and fields

Reference: Chap. 1 & 2 in J. D. Jackson’s textbook.

1. Complete ”proof” of Green’s Theorem

2. Proof of mean value theorem for electrostatic potential

3. Methods for constructing Green’s functions

Future topics

1. Brief introduction to numerical methods for determining electro-
static potential

2. Method of images for planar and spherical geometries

3. Special functions associated with the electrostatic potential in vari-
ous geometries
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Component’s of Green’s Theorem

∇2Φ(r) = −ρ(r)
ε0

(1)

∇′2G(r, r′) = −4πδ3(r− r′). (2)

Φ(r) =
1

4πε0

∫
V

d3r′ρ(r′)G(r, r′)+
1

4π

∫
S

d2r′ [G(r, r′)∇′Φ(r′)− Φ(r′)∇′G(r, r′)]·̂r′.

(3)
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Green’s theorem

For a vector field A in a volume V bounded by surface S, the divergence theorem states

∫
V

d3r∇ ·A =

∮
S

d2rA · r̂. (4)

It is convenient to choose

A = φ∇ψ − ψ∇φ, (5)

where ψ and φ are two scalar fields.

With this choice, the divergence theorem takes the form:

∫
V

d3r
(
φ∇2ψ − ψ∇2φ

)
=

∮
S

d2r (φ∇ψ − ψ∇φ) · r̂. (6)
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Green’s theorem – continued

∫
V

d3r
(
φ∇2ψ − ψ∇2φ

)
=

∮
S

d2r (φ∇ψ − ψ∇φ) · r̂. (7)

Choose ψ(r) = G(r, r′) where ∇2G(r, r′) = −4πδ3(r− r′) and φ(r) = Φ(r) where
∇2Φ(r) = −4πρ/ε0. The divergence theorem then becomes:

−4π

∫
V

d3r
(
Φ(r)δ3(r− r′)−G(r, r′)ρ(r)/ε0

)
=

∮
S

d2r (Φ(r)∇G(r, r′)−G(r, r′)∇Φ(r)) · r̂. (8)

Φ(r) =
1

4πε0

∫
V

d3r′ρ(r′)G(r, r′)+
1

4π

∫
S

d2r′ [G(r, r′)∇′Φ(r′)− Φ(r′)∇′G(r, r′)]·̂r′.

(9)
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Another useful theorem for electrostatics
The mean value theorem (Problem 1.10 in Jackson)

The “mean value theorem” value theorem (problem 1.10 of your textbook) states that the
value of Φ(r) at the arbitrary (charge-free) point r is equal to the average of Φ(r′) over
the surface of any sphere centered on the point r (see Jackson problem #1.10). One way
to prove this theorem is the following. Consider a point r′ = r+ u, where u will
describe a sphere of radius R about the fixed point r. We can make a Taylor series
expansion of the electrostatic potential Φ(r′) about the fixed point r:

Φ(r+ u) = Φ(r)+u·∇Φ(r)+
1

2!
(u·∇)2Φ(r)+

1

3!
(u·∇)3Φ(r)+

1

4!
(u·∇)4Φ(r)+· · · .

(10)
According to the premise of the theorem, we want to integrate both sides of the equation
10 over a sphere of radius R in the variable u:∫

sphere
dSu = R2

∫ 2π

0

dφu

∫ +1

−1

d cos(θu). (11)
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Mean value theorem – continued
We note that

R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)1 = 4πR2, (12)

R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)u · ∇ = 0, (13)

R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)(u · ∇)2 =

4πR4

3
∇2, (14)

R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)(u · ∇)3 = 0, (15)

and

R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)(u · ∇)4 =

4πR6

5
∇4. (16)

Since ∇2Φ(r) = 0, the only non-zero term of the average is thus the first term:

R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)Φ(r+ u) = 4πR2Φ(r), (17)

or

Φ(r) =
1

4πR2
R2

∫ 2π

0
dφu

∫ +1

−1
d cos(θu)Φ(r+ u) ≡

1

4πR2

∫
sphere

dSuΦ(r+ u). (18)

Since this result is independent of the radius R, we see that we have the theorem.
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Orthogonal function expansions and Green’s functions

Suppose we have a “complete” set of orthogonal functions {un(x)} defined in the
interval x1 ≤ x ≤ x2 such that∫ x2

x1

un(x)um(x) dx = δnm. (19)

We can show that the completeness of this functions implies that

∞∑
n=1

un(x)un(x
′) = δ(x− x′). (20)

This relation allows us to use these functions to represent a Green’s function for our
system. For the 1-dimensional Poisson equation, the Green’s function satisfies

∂2

∂x2
G(x, x′) = −4πδ(x− x′). (21)
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Orthogonal function expansions –continued

Therefore, if
d2

dx2
un(x) = −αnun(x), (22)

where {un(x)} also satisfy the appropriate boundary conditions, then we can write the
Green’s functions as

G(x, x′) = 4π
∑
n

un(x)un(x
′)

αn
. (23)
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Example

For example, consider the example discussed earlier in the interval −a ≤ x ≤ a with

ρ(x) =


0 for x < −a
−ρ0 for −a < x < 0

+ρ0 for 0 < x < a

0 for x > a

(24)

We want to solve the Poisson equation with boundary condition dΦ(−a)/dx = 0 and
dΦ(a)/dx = 0. For this purpose, we may choose

un(x) =

√
1

a
sin

(
[2n+ 1]πx

2a

)
. (25)

The Green’s function for this case as:

G(x, x′) =
4π

a

∞∑
n=0

sin
(

[2n+1]πx
2a

)
sin

(
[2n+1]πx′

2a

)
(

[2n+1]π
2a

)2 . (26)
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Example – continued

This form of the one-dimensional Green’s function only allows us to find a solution to
the Poisson equation within the interval −a ≤ x ≤ a from the integral

Φ(x) =
1

4πε0

∫ a

−a

dx′ G(x, x′)ρ(x′), . (27)

The boundary corrected full solution within the interval −a ≤ x ≤ a is given by

Φ(x) =
ρ0a

2

ε0

16
∞∑

n=0

sin
(

[2n+1]πx
2a

)
([2n+ 1]π)3

+
1

2

 . (28)

The above expansion apparently converges to the exact solution:

Φ(x) =


0 for x < −a
ρ0

2ε0
(x+ a)2 for −a < x < 0

− ρ0

2ε0
(x− a)2 + ρ0a

2

ε0
for 0 < x < a

ρ0

ε0
a2 for x > a

. (29)
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Example – continued

Φ(x) =
ρ0a

2

ε0

16
∞∑

n=0

sin
(

[2n+1]πx
2a

)
([2n+ 1]π)3

+
1

2

 . (30)
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Orthogonal function expansions in 2 and 3 dimensions

3 dimensions in Cartesian coordinates

∇2Φ(r) ≡ ∂2Φ(r)

∂x2
+
∂2Φ(r)

∂y2
+
∂2Φ(r)

∂z2
= −ρ(r)/ε0. (31)

The orthogonal function expansion method can easily be extended to two and three
dimensions. For example if {un(x)}, {vn(x)}, and {wn(x)} denote the complete
functions in the x, y, and z directions respectively, then the three dimensional Green’s
function can be written:

G(x, x′, y, y′, z, z′) = 4π
∑
lmn

ul(x)ul(x
′)vm(y)vm(y′)wn(z)wn(z

′)

αl + βm + γn
, (32)

where

d2

dx2
ul(x) = −αlul(x),

d2

dy2
vm(x) = −βmvm(y), and

d2

dz2
wn(z) = −γnwn(z).

(33)
See Eq. 3.167 in Jackson for an example.
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Green’s functions in 2 and 3 dimensions – continued

Combined orthogonal function expansion and homogenious solution construction

As discussed previously, an alternative method of finding Green’s functions for second
order ordinary differential equations is based on a product of two independent solutions
of the homogeneous equation, u1(x) and u2(x), which satisfy the boundary conditions
at x1 and x1, respectively:

G(x, x′) = Ku1(x<)u2(x>), where K ≡ 4π
du1

dx u2 − u1
du2

dx

, (34)

with x< meaning the smaller of x and x′ and x> meaning the larger of x and x′. For
example, we have previously discussed the example of the one dimensional Poisson
equation to have the form:

G(x, x′) = 4πx<. (35)

For the two and three dimensional cases, we can use this technique in one of the
dimensions in order to reduce the number of summation terms. These ideas are
discussed in Section 3.11 of Jackson. For the two dimensional case, for example, we
can assume that the Green’s function can be written in the form:

G(x, x′, y, y′) =
∑
n

un(x)un(x
′)gn(y, y

′). (36)
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Green’s functions in 2 and 3 dimensions – continued

Combined orthogonal function expansion and homogenious solution construction

The y−dependence of this equation will have the required behavior, if we choose:[
−αn +

∂2

∂y2

]
gn(y, y

′) = −4πδ(y − y′), (37)

which in turn can be expressed in terms of the two independent solutions vn1(y) and
vn2(y) of the homogeneous equation:[

d2

dy2
− αn

]
vni

(y) = 0, (38)

and a constant related to the Wronskian:

Kn ≡ 4π
dvn1

dy vn2 − vn1

dvn2

dy

. (39)

If these functions also satisfy the appropriate boundary conditions, we can then construct
the 2-dimensional Green’s function from

G(x, x′, y, y′) =
∑
n

un(x)un(x
′)Knvn1(y<)vn2(y>). (40)
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Green’s functions in 2 and 3 dimensions – continued

Combined orthogonal function expansion and homogenious solution construction

For example, a Green’s function for a two-dimensional rectangular system with
0 ≤ x ≤ a and 0 ≤ y ≤ b, which vanishes on each of the boundaries can be expanded:

G(x, x′, y, y′) = 8
∞∑

n=1

sin
(
nπx
a

)
sin

(
nπx′

a

)
sinh

(nπy<

a

)
sinh

(
nπ
a (b− y>)

)
n sinh

(
nπb
a

) . (41)

As an example, we can use this result to solve the 2-dimensional Laplace equation in the
square region 0 ≤ x ≤ 1 and 0 ≤ y ≤ 1 with the boundary condition
Φ(x, 0) = Φ(0, y) = Φ(1, y) = 0 and Φ(x, 1) = V0. In this case, in determining Φ(x, y)

using Eq. (9) there is no volume contribution (since the charge is zero) and the “surface”
integral becomes a line integral 0 ≤ x′ ≤ 1 for y′ = 1. Using the form from Eq. (41)
with a = b = 1, it can be shown that the result takes the form:

Φ(x, y) =
∞∑

n=0

4V0
sin[(2n+ 1)πx] sinh[(2n+ 1)πy]

(2n+ 1)π sinh[(2n+ 1)π]
(42)
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