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Abstract

This work explains some of the current issues driving the development of Li batteries
and some of the current research opportunities. In particular it focuses on using
ab initio theoretical methods to model electrode/electrolyte interfaces for inorganic
solid electrolyte materials, especially those related to Li3PS4. I develop a general
scheme based on the interface energy for analyzing interfaces between crystalline
solids, quantitatively including the effects of varying configurations and lattice strain.
This scheme is successfully applied to the modeling of likely interface geometries
of several solid state battery materials including Li metal, Li3PO4, Li3PS4, Li2O,
and Li2S. This formalism, together with partial density of states analysis, allows me
to characterize the extent, stability, and transport properties of these interfaces. My
investigation finds that all of the interfaces in this study are stable with the exception
of Li3PS4/Li. For this chemically unstable interface, the partial density of states helps
to identify mechanisms associated with the interface reactions. The energetic measure
of interfaces and analysis of the band alignment between interface materials indicate
multiple factors which may be predictors of interface stability, an important property
of electrolyte systems.
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Author’s Note

The novel results in this work are primarily focused on simulations of solid-solid
interfaces between Li metal and various Li solid electrolytes. The results themselves
are, by and large, comprehensible without the context presented in the early chapters.
It is comparatively easy to describe a set of results and how they were arrived at, but
far more difficult to elucidate why those results were sought instead of others. The
question of why is much larger than the questions of what and how, and answering
it requires information only loosely related to the specific results. Nonetheless, the
decisions of what systems to study and how best to investigate them are scientific
questions that demand to be answered with evidence and argument no less careful
than that applied to analyzing the results of such a study, and it is to these larger
questions that I first direct your attention.
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Context
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Chapter 1

Battery Overview

1.1 Long term: a global perspective

Human civilization, like all complex ordered systems, must transport energy to each of
its various parts and subsystems. While energy can exist in myriad forms, the energy
flows within the world economy are overwhelmingly either chemical or electrical in
nature. Chemical energy plays such a prominent role because it is not extraordinarily
difficult to store, access, or transport. Similarly, electrical energy, although somewhat
more difficult to store, can be quickly transported along power lines and can be readily
converted into other forms of energy.

A rechargeable battery is an energy storage device and transducer that converts
chemical energy to electrical energy and vice versa. It combines some of the versa-
tility of electrical energy with chemical energy’s portability and ability to be stored.
The interest in an energy carrier with this combination of properties has increased
dramatically in recent years due to several factors.

One of these factors is a desire to move away from the current dominant form of
chemical energy usage, the burning of hydrocarbon fossil fuels. Fossil fuels represent
the primary form of global energy distribution due to their ease of storage, access,
and transport, but they lack a similarly reliable means of production. The primary
downside of fossil fuels is thus that fossil fuel usage is not reversible. The combus-
tion of fossil fuels releases carbon dioxide into the atmosphere which cannot easily be
recaptured and turned back into fossil fuels. The release of carbon associated with
the large-scale burning of fossil fuel for energy alters the chemical composition of
the atmosphere, resulting in difficult to predict changes in climate and environment.
Equally problematic, easily obtainable fossil fuels are a somewhat limited resource.
This not only leads to concerns about their long term availability, but has also con-
tributed to several supply shocks undesirable in such a crucial element of the world
economy.

Considerable progress has been made in harvesting energy from renewable energy
sources such as solar and wind power, typically transforming light and mechanical
energy respectively into electrical energy. The intermittent nature of renewable en-
ergy sources necessitates storing that energy in some form, and storing that energy
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chemically using rechargeable batteries is among the most versatile solutions. Battery
technology is thus viewed as a key enabler of renewable energy generation.

The flexibility of electrical energy has enabled the creation of electronic devices,
sophisticated mechanisms that use electrical energy to produce precisely patterned
light and sound and to process information. The cost and size of these devices has
decreased to such an extent that one of the major factors limiting their deployment
is the challenge of supplying them with the electrical energy that they need to oper-
ate. Batteries are currently the only serious solution for this problem, and battery
technology is thus a necessity for advanced portable electronics.

However energy is produced and consumed, it will almost certainly be stored
chemically for the foreseeable future. Batteries allow this chemical energy to be moved
via existing electrical energy distribution infrastructure and to leverage the ease with
which electrical energy can be converted into light, sound, mechanical energy, etc.
Equivalently, batteries enable the long term storage of electrical energy as well as the
transport of that energy separate from the electric grid.

While the current size of and growth rate of the lithium ion battery market,
circa 13 billion dollars with 12% growth per annum, may be sufficient motivation
for studying battery technology, the underlying physical justifications indicate the
fundamental nature of the problems batteries are being used to address.

1.2 Medium term: battery functional properties

In order to discuss the ways in which batteries can be improved, it is first necessary to
understand what set of properties a rechargeable battery should exhibit. A detailed
understanding of the properties of an ideal battery can be readily translated into the
properties of individual materials, and determining materials properties is the focal
point of this work. While the relative importance of the various attributes will depend
on the specific application, the general characteristics of an ideal battery are relevant
over a wide range of use cases.

In approximate order of importance: an ideal rechargeable battery stores a large
amount of electrochemical energy in a small mass and volume. It is capable of being
rapidly charged and discharged without altering its structure. The battery operates
over a wide range of temperatures and pressures, especially those typical of the Earth’s
surface. The battery’s properties are relatively unchanged by the passage of time,
the number of charge/discharge cycles, and the extent of discharge. The battery
remains shelf stable regardless of state of charge and exhibits limited self-discharge.
Additionally, the ideal battery is made of inexpensive, inherently safe materials that
are unlikely to burn, poison, or otherwise harm people who come into contact with
them during either the normal operation of the battery or in any of its likely failure
conditions. While some of these criteria, such as safety, require little explanation,
most of them require further explication before they can be readily translated into
the properties of individual materials.
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1.2.1 Energy density

The electrical energy E stored in a battery can be written as the product of the mobile
charge Q and the battery voltage ∆V , giving the relation E = Q∆V . Alternatively,
the energy can be expressed as the product of the number of mobile ions/associated
electrons N and the difference in the chemical potential experienced by those electrons
at the two electrodes ∆µ, yielding the equivalent expression E = ∆µN . Dividing
either expression by the battery mass gives an expression for the energy density
of a battery. In order to increase the energy density of a battery it is necessary to
either increase the charge carrier density or to increase the voltage/chemical potential
difference between the two electrodes.

The theoretical charge density, or theoretical capacity, of an electrode material
can be determined by dividing the mobile ion charge per formula unit by the per
formula unit mass. For battery applications this charge density is typically expressed
in units of mAh/g. Metallic Li, for example, has a theoretical capacity of 3861 mAh/g,
equivalent to the fundamental charge divided by the atomic mass of Li. As a point of
comparison, a graphite anode with the chemical formula LiC6 when fully charged has
a capacity of 372 mAh/g. The theoretical capacity is theoretical because it assumes
that all of the Li atoms in the electrode are mobile charge carriers in the battery,
which may not be a valid assumption for all materials. In addition to the electrode
capacities, the total energy density will also depend on the weight of the electrolyte
and the other battery components.

One mechanism for increasing the theoretical capacity of an electrode material is
to have divalent cations such as Mg instead of monovalent ones like Li as the charge
carrying ions in the battery. While the specific capacity of pure magnesium is 2190
mAh/g, significantly less than the 3861 mAh/g value associated with metallic Li, this
is due to the exceptionally low atomic weight of lithium metal. For cathode materials
and other non-elemental electrodes the mobile ion often represents a relatively in-
significant fraction of the total electrode weight. In those cases, the additional charge
per ion can dramatically increase and even double the theoretical capacity.

The downside of the divalent ion approach is that the different charge states
associated with divalent ions create variation in the chemical environment around
those ions. In other words, the energy needed to oxidize Mg is different from that
needed to further oxidize Mg+1. Because the battery voltage is proportional to the
chemical potential difference between the electrodes, the voltage difference between
the terminals of a battery with divalent charge carriers will vary strongly and non-
linearly as a function of charge state. This difficulty is illustrated in figure 1.1, which
shows a comparison of the behavior of the voltage as a function of charge state for
both a Mg electrode and a Li-ion electrode. The variation in the voltage profile as
a function of charge state is a significant engineering problem that will have to be
resolved in order for batteries based on divalent charge carriers to be practical.

While this problem is unavoidable for electrodes containing divalent charge car-
riers, variation in the ion chemical environment as a function of state of discharge
is common in many potential electrode materials. Electrodes with different types of
Li sites, such as Li2Mn2O4, which has both tetrahedral and octahedral Li sublat-
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Figure 1.1: Charge and discharge curves showing Voltage as a function of charge state
for both a Mg-ion electrode based on MgxMo3S4 (left) and a Li-ion electrode based
on LiFePO4 (right). The Mg-ion electrode exhibits a two-tiered discharge profile
consistent with magnesium’s two valence electrons, while the discharge profile for
the Li-ion electrode is much flatter. Figures adapted from references 1 and 2 with
permission from Elsevier and Nature Publishing Group.

tices, may have strongly two-tiered voltages caused by the energy difference between
the different Li sites. This highlights part of the difficulty in battery material de-
sign, where high performance for one desired property often comes at the expense of
another desired property.

In addition to the electrode charge density, the energy of the battery depends on
the voltage difference between the two electrodes. This voltage difference arises due
to a difference in the electron chemical potential (i.e. the Fermi level) between the
electrode materials. These potential differences, have been experimentally determined
for many materials and are often expressed as voltages relative to a standard hydrogen
electrode. Metallic Li makes an excellent battery material from a voltage standpoint
because it has a voltage of −3.04 volts relative to the standard hydrogen electrodes;
of the elements reported in the CRC Handbook of Chemistry and Physics, only Sr
and Ca have lower electrochemical voltages.3 While the standard voltages are defined
in terms of the neutral hydrogen electrode, for convenience the voltages given in the
remainder of this work are expressed relative to Li metal unless otherwise specified.

Likely electrode materials are thus selected primarily on the basis of their theoret-
ical capacity and relative voltage, with a flat discharge curve being another desirable
property.

1.2.2 Power density

It is not enough for a battery to be capable of storing large quantities of energy.
To be useful, the battery must also be capable of taking in and releasing that energy
rapidly. The limiting factor in the charging and discharging of the battery is typically
the rate at which ions move through the battery. The electrical power (P) in a circuit
is given by the product of the circuit voltage (V) and the current (I) according to
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the relation P = IV . Charge neutrality dictates that the charge flow carried by the
electrons moving through an external circuit cannot exceed the flow rate of the ions
within the battery. An ideal battery thus contains two electrodes which are capable
of rapidly transporting both ions and electrons, and an electrolyte that has efficient
ionic transport while remaining electrically insulating.

While ideal battery electrodes would allow rapid ionic diffusion, in practice the
ionic conduction in the electrodes is often too slow for power battery applications.
The typical geometry of a power battery cell has small particles of the electrode
material connected by a loose network of liquid electrolyte and carbon black. This
dramatically increases the surface area of the electrode, and greatly diminishes the
distance that any given Li needs to migrate within the electrode material.

Rapid charging or discharging of a battery subjects it to non-equilibrium thermo-
dynamic forces, and these forces may result in concentrations of ions and charge that
differ strongly from the bulk values. These altered concentrations are particularly
likely to occur at the interface between the electrode and electrolyte materials, since
any difference in ionic conductivity between the two materials will tend to result in
either a pile-up or a depletion at the interface. Battery interfaces thus need to func-
tion well not only at equilibrium, but at non-equilibrium concentrations that may
occur as a result of charging or discharging the battery.

1.2.3 Stability and lifetime

In order to be practical, a rechargeable battery is expected to be capable of being
charged and discharged hundreds or thousands of times over months or years of
calendar time. In order to exhibit this degree of stability, the electrodes must have a
crystal structure that is capable of accommodating additional ions without undergoing
a dramatic change in shape or volume that would disrupt the crystal. The electrode
materials must also not chemically react with the electrolyte, either at equilibrium or
during battery charging and discharging.

This latter condition is difficult to fulfill in high power batteries because the elec-
trolyte is simultaneously in contact with both the anode material, which has a high
Fermi level and is a strong electron donor, as well as in contact with the cathode
material, which is a strong electron acceptor. A stable crystalline electrolyte material
must then have a wide band gap, or if the electrolyte is molecular, it must possess
a wide separation between its highest occupied and lowest unoccupied molecular or-
bitals. Without this wide gap, the electrolyte will tend to be reduced by the anode
material or oxidized by the cathode material or both.

Electrolyte materials are thus selected on the basis of their ionic conductivity for
high power applications and on their ability to form electrochemically stable interfaces
with both of the battery electrodes.
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1.3 Near term: state of the art Li-ion batteries

In this section I detail the materials used in current Li-ion batteries, and evaluate to
what extent their properties resemble those of an ideal rechargeable battery.

The term Li-ion battery typically refers to a cell which does not contain free Li
metal, but which has layered electrode materials into which Li is inserted on both
sides of the cell. The first commercially successful Li-ion battery was released in 1991
by the Sony corporation for use in mobile phones, and it combined a graphite anode
with a LiCoO2 cathode. This formulation remains one of the most popular Li-ion
chemistries and a model version of it is shown in Figure 1.2. In the figure, the Li ions
occupy the gaps between the 2D layers in both of the electrodes, a process known as
intercalation. The small size of Li allows the transitions from LiCoO2 ↔ Li1−xCoO2

and C↔ LiyC6 to occur relatively reversibly and with a small enough volume change
in the electrodes to avoid compromising the battery’s integrity.

The intercalation electrode materials have much lower theoretical capacities than
metallic Li. The theoretical capacity of LiC6 is 372 mAh/g while for LiCoO2 the theo-
retical capacity is 274 mAh/g, both an order of magnitude lower than the 3861 mAh/g
capacity for Li metal. As an aside, there is a reasonable, but somewhat misleading
convention in the literature to express the theoretical capacity based on the weight
of the material that goes into the battery construction instead of at a standardized
state of charge. LiyC6/Li1−xCoO2 cells are constructed in the discharged state with
y = 0, and the reported theoretical capacity for the graphite anode thus neglects the
contribution of the Li ions to the electrode mass. While this is not in general a large
effect, it is important to note since the reported theoretical capacity of a material
may vary based on its charge state during battery construction.

Although Li intercalation cathodes including LiCoO2 were known in the late
1970s,5 and work on Li intercalated graphite took place even earlier,6 Li-ion batteries
did not experience commercial success until the early 1990s. In large part this gap was
due to considerable difficulty in identifying successful electrolyte materials. Li salts
are soluble in several low viscosity organic solvents, but in general these solvents were
not stable with respect to the electrode materials. Early solvents such as propylene
carbonate decomposed graphite electrodes,6 and reactivity with the electrolyte also
plagued cells with Li metal electrodes. Safety concerns due to Li metal/electrolyte
reactions resulted in a 1989 recall of an early commercial lithium battery after several
batteries caught fire.7

Finding a stable electrolyte has always been particularly vexing for lithium bat-
teries. Most other rechargeable batteries use aqueous electrolytes, which have an
electrochemical stability window of approximately 1.3 V. Li-ion cells using aqueous
electrolytes can also be constructed, but only at the cost of a dramatically reduced
cell voltage, with a corresponding loss of energy density.7 The voltage relative to Li
metal for LiC6 is approximately 0.2 V, nearly as low as metallic Li itself, while the
potential associated with LiCoO2 is about 4.0 V. In both cases the voltage varies
slightly depending on state of charge. While the 3.8 V potential difference in the
LiyC6/Li1−xCoO2 cell is advantageous for energy storage, it poses difficulty for elec-
trolyte materials.
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Figure 1.2: Li-ion battery shown in both the charged and discharged state. The
intercalation of the Li between the sheets of both graphite and LiCoO2 can be clearly
seen. The existence of intercalated Li in the cathode even when fully charged reflects
the instability of LiCoO2 below a certain level of lithiation. Adapted from reference
4 with permission of the Royal Society of Chemistry.
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The most common class of Li-ion electrolytes are liquid carbonates, with an ionic
conductivity of 10mS/cm.8 These organic solvents such as propylene carbonate, ethyl
carbonate, diethyl carbonate and dimethyl carbonate have 3.7 V stability windows,
with their LUMO and HOMO levels located at approximately 1 V and 4.7 V respec-
tively.9 The voltages for both graphite and Li metal are thus well below the start
of the stability window for these electrolytes, and the unsuitability of propylene car-
bonate for graphite electrodes was already referenced above. In spite of this fact,
liquid carbonate electrolytes were not only used in early commercial Li batteries, but
remain the dominant electrolyte chemistry. This dominance is possible because while
the carbonate electrolytes are reduced by the anode, in cells with graphite anodes and
electrolytes comprised of mixtures of ethyl and diethyl carbonate this reduction reac-
tion forms a self-limiting passivating layer known as the solid electrolyte interphase
(SEI).

The formation of an SEI results in irreversible capacity loss, and once formed the
layer interferes with ionic conductivity, thereby increasing the internal resistance and
decreasing the maximum charge rate of the battery. SEI layers also form in Li metal
cells, however, the Li electrode undergoes significant volume changes during charge
and discharge. These break the passivating layer and cause additional capacity loss.
Graphite anodes on the other hand have a much more modest variation in volume of
only 10%. This modest expansion allows the SEI formed during the initial charging
of the battery to better passivate the electrode.

In addition to SEI formation, the other downside of the organic carbonate elec-
trolytes is that they are the largest safety concern in Li batteries. The primary source
of concern is that the electrolytes are highly flammable. In addition to the early recall
that ended work on commercializing batteries with Li metal anodes, Li-ion battery
fires have affected laptop computers, electric cars, and commercial airliners. Current
Li-ion battery design thus requires a large focus on safety, which is primarily due to
the lack of inherent safety in the electrolyte. Most Li-ion batteries contain microelec-
tronic circuits that help to regulate charging and prevent overcharging the cell, since
overcharge accelerates SEI formation.10 Additional safety measures are incorporated
into battery packs for the large format cells used in electric vehicles and aerospace
applications.

In summary, Li batteries typically exhibit a relatively high energy density, in part
due to the large voltage differences between their electrodes. They have relatively poor
safety performance due to overheating and flammability concerns. The formation of
a stable SEI for the graphite anode allows them fairly good cycle life, provided slow
charging speeds.

1.4 Near term: promising research directions

There are several promising directions for Li battery research including the develop-
ment of higher voltage cathodes, the use of single element electrode chemistries like
S, Si, and Li metal to give order of magnitude increases in capacity, and a signifi-
cant research effort towards nano-engineered battery structures. While the field of
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Li-ion batteries has developed enormously in the last 35 years, In many ways Li-ion
batteries today face the same problem they faced in the 1980s, the instability of the
electrolyte/electrode interface.

Higher voltage and lower cost cathode materials have been created, both by mod-
ifying the LiCoO2 material via partial substitution of Mn or Ni for Co, or by the
discovery of wholly novel compounds. For many of these high voltage cathodes,
their electrode voltage exceeds the electrochemical stability window of the electrolyte.
While work continues on these systems, until a better electrolyte is developed there
is no practical application.

Lithium-sulfur batteries combine two electrodes with an order of magnitude greater
capacity than current cells, but the Li-S reaction products are soluble in carbonate
electrolytes. In addition to the existing issues with combining metallic Li and liq-
uid electrolytes, the Li-S cathode is also unstable with respect to current electrolyte
materials.

An enormous amount of engineering goes into making Li batteries relatively safe,
and the vast majority of that danger is due to the flammability of the electrolyte.
The fear of thermal runaway and catastrophic failure almost killed the Li battery in
the 1980s, and it continues to be a drag on battery development.

While it is impossible to know the future, replacing organic liquid electrolytes with
high conductivity inorganic solids is probably the most promising research direction
for improving Li batteries. In addition to strong academic interest, the Toyota Motor
Corporation, which has approximately a 50% market share of the American hybrid
electric vehicle market, has claimed that it expects superior solid-state Li batteries
to be developed in the next five years.11

In liquid electrolyte cells, Li metal is not considered a practical electrode material
despite its high theoretical capacity because during charge cycling metallic Li grows
dendrites. Small protuberances at the surface of the Li electrode have stronger electric
fields associated with them than the surface and attract Li+ ions in the charging
battery. The attracted ions cause the protuberances to grow, forming small, tree-like
whiskers called dendrites. If these whiskers cross the electrolyte, the battery can
develop internal sparking and can also short circuit and overheat.

Solid electrolytes materials on the other hand suppress the growth of Li dendrites,
and Li metal anodes are used in solid electrolyte batteries in the thin film configura-
tion. Solid electrolytes with high enough conductivities for power battery applications
potentially enable the use of Li metal as an anode material, which represents an order
of magnitude increase in electrode capacity.

Solid electrolyte materials traditionally have wide electrochemical windows, which
is why they are viewed as an important technology for high voltage cathodes.12 The
primary downside of Li solid electrolytes is that they historically have relatively low
ionic conductivity. However, in recent years several lithium thiophosphate solid elec-
trolytes related to Li3PS4 with conductivities approaching and even exceeding that
of the liquid carbonates have been developed.13,14

There is thus a strong incentive to explore and characterize potential solid elec-
trolytes, especially those related to the Li3PS4 system. Electrolyte materials have two
primary functional properties, the transport of ions across the cell and the formation
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of stable interfaces with the electrodes. The theoretical methods for determining the
ionic conductivity of solid electrolyte materials appear to be fairly well-established
and of comparable precision to experimental methods.15 The characterization of
solid-solid interfaces in battery materials is by comparison, critically understudied.

The specific research question addressed in this work is thus the further devel-
opment of a theoretical procedure for characterizing solid-solid electrode/electrolyte
interfaces based on first principles density functional theory simulations. These meth-
ods are then applied to the study of Li3PS4/Li interfaces and several related systems.
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Chapter 2

Computational Theory

[T]here is no choice but to suspend
disbelief and begin to calculate

Michael Marder

2.1 Quantum mechanics

While materials can be modelled at several different length scales, most of the prop-
erties relevant to battery materials depend on the movement of electrons and small
ions and are most tractably described using quantum mechanics. In principle, a full
quantum mechanical model of a material could be arrived at by solving the time
independent Schrödinger equation

H|Ψ〉 = E|Ψ〉 (2.1)

where H is the Hamiltonian of the system, Ψ is the wavefunction, and E is the total
energy.

The central focus of this chapter is to briefly describe how practical solutions to
equation 2.1 were obtained for the systems studied in this work. This explication
is intended to be illustrative rather than comprehensive. A discussion of quantum
mechanical phenomena such as degenerate eigenstates and spin degrees of freedom
that slightly complicate the presentation without altering the fundamental results is
omitted. Similarly, while several alternative approaches to the one presented here
for solving equation 2.1 exist, the sheer variety of techniques precludes a serious
discussion of the relative merits of the many methods.

Solutions for equation 2.1 for model systems like the harmonic oscillator, can often
be found analytically. For most realistic systems, Ψ is a function of many variables,
and the only feasible approach is numerical optimization methods. Optimization
methods rely on evaluating possible solutions based on their performance against
some objective function. In this instance, the total energy itself serves as the objective
function due to the variational principle.
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The variational principle states that for a quantum mechanical system with Hamil-
tonian H and ground state energy Egs, for all possible trial wavefunctions Φ the
expectation value of the energy must always be greater than or equal to Egs

Egs ≤
〈Φ|H|Φ〉
〈Φ|Φ〉

. (2.2)

The set of eigenfunctions of H form a complete basis and any normalized trial wave-
function can be represented as a linear combination of those eigenfunctions. If Ψn

represents the nth eigenfunction of H such that Ψ0 is the true ground state wave-
function (i.e. the eigenfunction of H with the smallest eigenvalue) then the energy
〈Φ|H|Φ〉 can always be expressed by a sum on n of 〈Ψn|H|Ψn〉. If Φ = Ψ0 then Φ
is the true ground state wavefunction and the equality 〈Φ|H|Φ〉 = Egs holds. Oth-
erwise, Φ contains contributions from higher energy eigenstates and the inequality
Egs < 〈Φ|H|Φ〉 holds.

While the variational principle makes the optimization of trial wavefunctions pos-
sible, several approximations are necessary before such optimization is practical for
the systems that describe battery materials. The approximations covered here are
the Born-Oppenheimer approximation, and the independent electron approximation,
all of which are explained within the context of Kohn-Sham density functional theory.

2.2 Born-Oppenheimer approximation

The general form of the Hamiltonian operator for a system comprised of a mixture
of electrons and atomic nuclei is

H =
∑
A

−h̄2∇2
A

2MA

+
∑
i

−h̄2∇2
i

2me

−
∑
A,i

e2ZA

|~RA − ~ri|

+
1

2

∑
A,B 6=A

e2ZAZB

|~RA − ~RB|
+

1

2

∑
i,j 6=i

e2

|~ri − ~rj|
.

(2.3)

In this expression the lower case subscripts represent sums over the electrons and
upper case subscripts correspond to sums over the atomic nuclei. The mass of the
nuclei is denoted with MA; the electron mass is me; e is the fundamental charge; and
ZA represents the atomic number. The first term corresponds to the nuclear kinetic
energy, the second represents the electronic kinetic energy, the third term is due to
the energy of the nuclear-electronic interaction, and the final two terms represent the
ion-ion and electron-electron interactions respectively.

The purpose of the Born-Oppenheimer approximation is to decouple the nuclear
and electronic degrees of freedom. This decoupling is well-justified by the substantial
difference between the mass of the electron and that of the proton and neutron,
mproton ≈ mneutron ≈ 1840me. An electron that exerts a force on one of the atomic
nuclei experiences an equal and opposite force in accordance with the conservation of
momentum. The resulting change in the kinetic energy of the much lighter electron
will be thousands of times larger than the change in the nuclear kinetic energy. For
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the purpose of determining the electronic structure of a material the nuclear kinetic

energy term,
−h̄2∇2

A

2MA
, can thus be safely neglected.

The insignificance of the nuclear kinetic energy is equivalent to the statement
that the nuclei move very slowly relative to the electrons. The slow movement of the
nuclei justifies the adiabatic approximation, where the nuclear positions are assumed
to be evolving slowly enough that they can be taken as constants for determining the
electronic structure. From the perspective of the electrons these stationary ions can
be described as a fixed external potential v(~r) represented by the operator Vext.

Finally, the ion-ion interaction term does not affect the electronic wavefunction
at all, and the sum over ions in the fourth term can be evaluated and replaced by a
constant. This constant affects the total energy, but has no effect on the eigenstates
of the Hamiltonian.

The electronic Hamiltonian for a system of N electrons can thus be written as

H =
N∑
i=1

−h̄2∇2
i

2me

+
1

2

N∑
i=1,j 6=i

e2

|~ri − ~rj|
+ Vext (2.4)

= T + Vee + Vext . (2.5)

2.3 Hohenberg-Kohn theorem

While the Born-Oppenheimer approximation reduces the difficulty of finding elec-
tronic eigenstates of equation 2.3, the problem remains intractable. Equation 2.4 has
eigenstates that depend on the position of each of the N electrons in the system,
Ψ(~r1, ~r2, ~r3, ... ~rN). While equation 2.2 provides an objective function suitable for nu-
merical optimization techniques, Ψ is a function of 3N variables and locating the
correct wavefunction in such a vast space of possibilities is prohibitively difficult.

Although Ψ depends on the positions of N electrons, the electrons themselves are
identical. Because of this, the first two terms of the Hamiltonian defined in equation
2.4 are unchanged for any N electron system; only the Vext term varies from system
to system. All of the observed variation in ground state electronic structure must
somehow be represented in the Vext term.

The energy of for the wavefunction of a set of N electrons interacting only with
the Vext operator is given by the expression

〈Ψ|Vext|Ψ〉 =

∫
〈Ψ(~r ′1, ~r

′
2, ...~r

′
N)|

N∑
i=1

δ(~r − ~ri′)v(~r)|Ψ(~r ′1, ~r
′
2, ...~r

′
N)〉d~r (2.6)

=

∫
n(~r)v(~r)d~r , (2.7)

where n(~r) is the electron density and v(~r) is the external potential. The inner product
in equation 2.6 represents integration over all N of the ~r ′i coordinates. Since T and
Vee do not depend on the system, the choice of Vext determines the Hamiltonian, and
consequently the eigenstates and the ground state electronic density.
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It is worth investigating whether the mapping from the external potential Vext to
the electronic density is injective, i.e. a one-to-one function. Consider the contradic-
tion, that there exist two external potentials v1 and v2 with corresponding Hamilto-
nians H1 and H2, ground state wavefunctions Ψ1 and Ψ2, and electronic densities n1

and n2 such that V1 6= V2 and n1(~r) = n2(~r) = n(~r).
The variational principle guarantees that

E1 = 〈Ψ1|H1|Ψ1〉 < 〈Ψ2|H1|Ψ2〉 , (2.8)

from which it follows that

E1 < 〈Ψ2|H1 −H2|Ψ2〉+ 〈Ψ2|H2|Ψ2〉 . (2.9)

Because the T and Vee terms in H1 and H2 are identical, this simplifies to

E1 < E2 +

∫
n(~r)[v1(~r)− v2(~r)]d~r . (2.10)

However, an identical argument can be made concerning E2, so that

E2 < E1 +

∫
n(~r)[v2(~r)− v1(~r)]d~r . (2.11)

Adding together equations 2.10 and 2.11 gives the contradiction

E1 + E2 < E2 + E1 . (2.12)

Because Vext determines the Hamiltonian and the ground state wavefunction, but
is itself uniquely determined by n(~r) it must be true that the entire Hamiltonian can
be written as a functional of the electron density. Combining this result with equation
2.4 gives the relation

E[n] = T [n] + Vee[n] +

∫
n(~r)v(~r)d~r , (2.13)

where T [n] and Vee[n] now denote the expectation values of the kinetic energy and
electron-electron interaction operators. As a notational aside, the distinction between
operator and expectation value throughout this chapter is is indicated by this usage
of square brackets.

Equation 2.13 is known as the Hohenberg-Kohn theorem. The advantage of writ-
ing the energy in this form is that n(~r) is a function of only 3 dimensions, and ex-
pressing the energy as a functional of the density thus avoids the exponentially huge
search space associated with treating Ψ as the variational parameter. The injective
mapping between the ground state wavefunction Ψgs(~r1, ... ~rN) and n(~r) guarantees
that the variational principle applies to n(~r) and that the correct n(~r) is the one that
minimizes the energy. This method is aptly referred to as density functional theory
(DFT).
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2.4 Independent electron approximation

The Hohenberg-Kohn theorem cleverly circumvents the difficulty associated with the
exponentially large search space for the wavefunction, but equation 2.13 is still not
a practical relation for most materials. This is primarily because the kinetic energy
operator T is not readily expressed as a functional of the density. The density contains
contributions from many particles, but T is a sum over partial derivatives with respect
to the positions of particular electrons. Since the kinetic energy of the electrons
represents a large portion of the total energy of almost all systems, a method to
estimate T [n] is necessary.

The Kohn-Sham approach,16 similar to the approach taken in Hartree-Fock theory,
attempts to replace the interacting many-body problem with a model system based
on non-interacting single particle states. The fundamental assumption of Kohn-Sham
theory is that the ground state density that minimizes equation 2.13 can be expressed
in terms of single particle states according to the relation

n(~r) =
N∑
i=1

|ψi(~r)|2 . (2.14)

Writing the density this way makes it easy to write down a functional form for
the expectation value of the kinetic energy operator

TI [n] =
1

2me

N∑
i=1

∫
d~r|h̄∇ψi(~r)|2 . (2.15)

Because the states are orthonormal, the sum over i in equation 2.4 has been combined
with the sum over i in equation 2.14. This value is denoted TI [n] to differentiate the
kinetic energy in the independent electron approximation from the many-particle
kinetic energy T [n].

In the independent electron approximation the sum over individual particles in
the definition of Vee becomes an integral over the average electron density, and Vee
is replaced by a new operator EHartree that describes the interaction of the electron
density with itself according to the equation

EHartree[n] =
e2

2

∫
n(~r)n(~r ′)

|~r − ~r ′|
d~r d~r ′ . (2.16)

While these approximations enable equation 2.13 to be evaluated, there are ob-
vious issues. For a system with only a single electron 〈Ψ|Vee|Ψ〉 should be zero,
but EHartree will not be. Similarly, while TI and EHartree are supposed to represent
the electron-electron interaction, neither term includes the effect of the Pauli exclu-
sion principle. In order to recover some of the lost physics an error term called the
exchange-correlation functional Exc[n] can be defined by

Exc[n] = T [n]− TI [n] + Vee[n]− EHartree[n] . (2.17)
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This enables equation 2.13 to be rewritten, without loss of accuracy as

EKS[n] = TI [n] + EHartree[n] +

∫
n(~r)v(~r)d~r + Exc[n] . (2.18)

Equation 2.18 is not obviously an improvement over equation 2.13 since the un-
known functional Exc[n] depends in principle on both of the unknown functionals T [n]
and Vee[n], but physically meaningful approximations as a functional of the density
are easier to create for Exc[n] than for T [n]. Under this approach, TI [n] is a reason-
ably good approximation of T [n] and the single particle Kohn-Sham states needed
to determine TI [n] can be arrived at by solving the Hamiltonian implied by equation
2.18 (

−h̄2

2me

∇2 +
e2

2

∫
n(~r ′)

|~r − ~r ′|
d~r ′ + v(~r) + Vxc

)
ψi = Eψi . (2.19)

The only term in this equation not already defined is the exchange-correlation po-
tential, Vxc, given by the functional derivative of Exc[n] with respect to the density.
While the true functional form of this operator is unknown, the two most well-known
approximate forms of Vxc are the local density approximation (LDA),17 which eval-
uates Exc[n] using an integral over the local electron density, and the generalized
gradient approximation (GGA),18 which expresses Exc[n] as a function of both the
electron density and its spatial derivative.
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Chapter 3

Interfaces Between Crystalline
Materials

3.1 Conceptual overview

For a given interface, its configuration Ω can be described in terms of the positions of
all of the atoms that make up the interface. Among the innumerable possibilities for
the interface configuration Ω between materials a and b, there are three broad classi-
fications based on the extent to which the lattices of the two materials align.19,20 A
coherent interface exhibits nearly perfect compatibility between the lattice constants
of the two materials at the interface, and the lattice planes are continuous across
the interface. The resulting interface structure can be described by a single periodic
phase, with periodicity set by the lattice constants of the composite system. At a
semi-coherent interface, the two materials have similar but not equal lattice spacing,
which results in lattice strain at the interface. In order to relieve this strain, semi-
coherent interfaces typically involve defect sites at the interface, so that not all of the
lattice planes are continuous across the interface boundary. For an incoherent inter-
face, there is significant mismatch between the lattice constants of the two materials,
and there is no significant continuity of lattice planes across the interface.

A number of energetic measures to characterize interfaces have been defined in
the literature.19–26 The interface energy (γab) between materials a and b is defined
as the energy difference between an interface system and the bulk energy of the two
materials that comprise it for a given Ω.

γab(Ω) =
Eab(Ω, A, na, nb)− naEa − nbEb

A
. (3.1)

Here, Eab denotes the total energy of the complete system containing the interface,
and it depends on how many formula units of materials a and b comprise the interface
(na and nb respectively), as well as on the configuration Ω and the interfacial area A.
Ea and Eb denote the bulk energy per formula unit for materials a and b respectively.
Another energy measure is the ideal work Wab of adhesion or separation21,23 which
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models the idealized separation of the interface into two surfaces in vacuum.

Wab(Ω) = γa,vac(Ω) + γb,vac(Ω)− γab(Ω). (3.2)

In this expression γa,vac(Ω) and γb,vac(Ω) denote the ideal surface energies of materials
a and b in vacuum for the particular cleavages implied by the configuration Ω.

Ω depends on the positions of all of the atoms at the interface and includes not
only the detailed geometries, but also the effects of cleavage planes, interface align-
ment, and defect structures produced by lattice mismatch. There are, in principle,
many possible interface configurations, but in practice we expect likely interfaces to
exhibit both relatively low interface energies and local order approximately consistent
with either the bulk ordering of material a or with that of material b, or with both.
While there may not be a single value of γab for two materials, by sampling likely
configurations Ω we can establish both a likely value for γab and an estimate for the
range of its variation.

Because γab is an intensive energy, it can in principle be computed by determining
the γab values of successively larger subregions of the interface using the convergence
of the limit

lim
Ωs→Ω

[γab(Ωs)] = γab(Ω) , (3.3)

where Ωs denotes the atomic configuration in some sample interface volume. Be-
cause Ω may exhibit periodic structure on a variety of different length scales,19

limΩs→Ω[γab(Ωs)] is not monotonic and correctly computing this limit requires careful
consideration of possible interface structures, especially dislocation defects caused by
lattice mismatch between the two interface materials.

3.2 Interface formalism

While the definition of the interface energy given in Eq. (3.1) is fully general, it
is prohibitively expensive to evaluate the energy for a given trial configuration Ω
and difficult even to satisfactorily converge the sampling limit Ωs. In the interest of
efficiency, instead we consider approximate interface configurations Ω that correspond
to periodic ordered phases we label Ω̃. In the case of a coherent interface, where there
is no mismatch between the lattices of the interface materials the interface phase
described by Ω is automatically periodic and Ω̃=Ω.

The more likely case is that of the semi-coherent interface, where there is some
degree of lattice mismatch between the two phases. By imposing periodic boundary
conditions to the simulation system, a lattice strain is necessarily introduced into the
system to bring the two lattices into alignment. This strain energy scales with the
amount of material under strain and can be assumed to have the functional form
Ẽstr(Ω̃, na, nb). Consequently, while we can still define an interface energy according
to Eq. (3.1), it is no longer an intensive quantity; the interface energy calculated in
the periodic cell now depends on na and nb

γ̃ab(Ω̃, na, nb) =
Ẽab(Ω̃, A, na, nb)− naEa − nbEb

A
. (3.4)
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The terms of this equation are defined identically to those in Eq. 3.1, although for
clarity we label the quantities computed in our periodic cell with a tilde. Because
of the periodic boundary conditions, each simulation cell contains two interfaces and
the area A represents the combined area of both. Correspondingly, γ̃ab(Ω̃, na, nb) is
the average of the two interface energies. Because of the lattice strain, γ̃ab does not
converge with respect to system size in the direction perpendicular to the interface.
For the true interface configuration Ω, the strain is relieved by the formation of
dislocation defects so the strain energy Ẽstr(Ω̃, na, nb) present in γ̃ab is unphysically
large.

Subtracting the strain energy from γ̃ab is equivalent to calculating the interface
energy in the coherent limit, and is given by the equation

γ̃limab (Ω̃) = γ̃ab(Ω̃, na, nb)−
Ẽstr(Ω̃, na, nb)

A

=
Ẽab(Ω̃, A, na, nb)− naEa − nbEb − Ẽstr(Ω̃, na, nb)

A
.

(3.5)

In this equation, Ẽstr denotes the strain energy, A is the area of the interface, Ω̃ the
interface configuration in the periodic cell, na and nb represent the number of formula
units of materials a and b, and Ea and Eb represent the energy per formula unit of
the two materials in their unstrained bulk configurations. As an aside, we note that
instead of the explicit inclusion of a strain energy term, some authors replace the
Ea and Eb terms with the energy per formula unit in the strained bulk.22,23 Unlike
γ̃ab(Ω̃, na, nb), γ̃

lim
ab (Ω̃) does not depend on na or nb, and thus converges much better

with respect to system size and provides a better estimate of γab(Ω). Similar ideas
were previously discussed by Benedek et al.20

The definition of γ̃limab (Ω̃) assumes that the interface interaction has a finite range
and that beyond some threshold value of na or nb additional formula units of material
a or b only affect the strain energy. Ẽstr can be determined in multiple ways, but
the approach taken in this work exploits the dependence of both γ̃ab and Ẽstr on
the system size. We calculated γ̃ab for several interface systems which had the same
interface configuration Ω̃ and had their lattices fixed to the bulk values of material a,
but which had different amounts of material b. Because the lattice constants for the
interface system are fixed to the values of material a, Ẽstr depends only on nb. For
these systems beyond the threshold value of nb Eq. 3.5 can be rearranged to obtain
the relation

γ̃ab(Ω̃, nb) = γ̃limab (Ω̃) + nbσ (3.6)

where σ is a constant related to the strain energy in material b. This approach both
enables an explicit treatment of the strain energy and makes the results less sensitive
to possible phase changes in material b due to the combined effects of the interface
and interface strain. Plotting γ̃ab(Ω̃, nb) against nb yields a straight line with slope σ

and intercept γ̃limab (Ω̃).

It is important to note that because γ̃limab (Ω̃) does not contain the energy contribu-
tions from defect sites, it is an underestimate of the true interface energy γab(Ω). The
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real interface energy will fall between γ̃limab and γ̃ab. For coherent and semi-coherent

cases where Ω̃ ≈ Ω this gives the relation

γ̃limab (Ω̃) ≤ γab(Ω) ≤ γ̃ab(Ω̃, na, nb) (3.7)

with the equalities corresponding to the coherent case. The difference between γ̃ab
and γ̃limab can thus provide an error bound for the difference between the true interface
energy and the energy calculated in the coherent limit. This error bound provides an
estimate of the error associated with the limited in-plane size of the periodic supercell
approximation of the interface, i.e., the in-plane lattice supercell error.
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Part II

Novel Results
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Chapter 4

Methods

4.1 Basic

The computational methods are based on Kohn-Sham density functional theory16,27 as
described in Chapter 2 and implemented in the Quantum Espresso software package.28

Pseudopotentials were constructed within the projector augmented wave formalism,29

and the associated basis and projector functions were generated using the Atompaw
code.30

The exchange-correlation functional was chosen to be the local density approxima-
tion,17 consistent with earlier results that demonstrated the accuracy of that choice
for the solid electrolyte systems I consider.31 The Bloch wavefunctions were well-
converged within a plane wave cutoff of 64 Rydbergs. The Brillouin zone was sam-
pled using the Monkhorst-Pack grid scheme with a typical grid volume of 0.02 Å−3

or smaller and Gaussian smearing of 0.001 Ry.
Partial densities of states were computed from weight factors for each state ap-

proximating the electron density within the augmentation sphere about each atomic
site and then averaged over atomic sites within a given set s. Explicitly, the partial
density of states for a set of atomic sites s is given by

N s(E) =
1

Ms

∑
a∈s

Na(E) where

Na(E) =

(∑
nk

WkQ
a
nkδ(E − Enk)

)
,

(4.1)

where the Ms denotes the number of atoms a in set s and Wk denotes the Brillouin
zone weighting factor for approximating the Brillouin zone integration. The factor
Qa

nk is given by the charge within the augmentation sphere of atom a for state nk.

Qa
nk ≈

∑
ij

〈Ψ̃nk|panilimi
〉〈panj limi

|Ψ̃nk〉qanili;nj li
δlilj , (4.2)

in terms of the radial integrals

qanili;nj li
≡
∫ rac

0

dr ϕa
nili

(r)ϕa
nj lj

(r). (4.3)
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In these relations |Ψ̃nk〉 refers to the pseudo-wavefunction, while |p̃anilimi
〉 corresponds

to the atomic projector function within the augmentation sphere about the atomic site
a. The indices nilimi denote radial and spherical harmonic indices of the projector
function.29,32 ϕa

nili
(r) represents an all-electron radial basis function. The specific

augmentation radii used in this work are rLi
c = 1.6, rO

c = 1.2, rP
c = 1.7, and rS

c = 1.7
in Bohr units. In practice, the δ function is represented by a Gaussian smoothing
function with a width of 0.14 eV. The k-point sampling for evaluating the partial
densities of states was typically eight times denser than that used for the structural
optimization studies and in some cases was further increased in order to generate
smoother curves.

The “nudged elastic band” (NEB) method,33–35 as programmed in the QUANTUM
ESPRESSO package was used to estimate activation energies. In order to increase
the stability of the NEB path finding algorithm, the movements of atoms uninvolved
in the modelled migrations had artificial costs imposed on them.

Because of the usage of periodic boundary conditions, for surface systems that
contained a net dipole, the effect of the periodic image dipole-dipole interaction was
removed using a compensating fictitious charge distribution in the vacuum region.36

Visualizations of the supercell configurations were constructed using the XCryS-
DEN 37,38 and VESTA39 software packages.

4.2 Interface representations

Supercells constructed with alternating sections of material a and material b were
used to evaluate the interface energy as defined in equations (3.4) and (3.6). For
the interfaces considered in this study, I chose the electrolytes as material a, which
means that the supercell lattice constants were fixed in accordance with equation 3.6
to their calculated bulk values. The slab geometry and periodic boundary conditions
resulted in the formation of two a-b interfaces in each simulation cell, and for most
systems the interfaces were constructed to be symmetrically equivalent.

In order to observe the linear relationship implied by equation (3.6), I constructed

sets of supercells with a fixed interface configuration Ω̃ and a varying number of
layers of material b. Possible interface configurations were discovered by optimizing
both the atomic positions and the supercell lattice constant normal to the interface of
trial structures. Because the number of possible configurations is large and because
the relaxation algorithm only discovers local minima, I started the optimization from
several globally distinct initial configurations to better sample the configuration space.
These initial configurations were generated in several ways over the course of this
study.

One approach common in the literature is to choose surface planes for materials
a and b with similar lattice constants in order to construct a supercell with mini-
mal lattice mismatch at the interface. While I followed this approach for many of
my interface systems, of the reported configurations, only the Li3PS4/Li2S interface
configuration was determined using this method alone.

One limitation of this approach is that the high degree of order in the initial con-
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figuration limits the ability of the optimization algorithm to find interface structures
that differ significantly from the initial guess. Determining likely trial structures for Li
metal in particular is complicated by the existence at low temperature of several bulk
phases with very similar energies.40,41 As a consequence, a naively constructed se-
quence of Li structures can not only fail to adequately sample the configuration space,
but also result in Li metal slabs that contain defects and heterogeneous phases.

In one attempt to address this difficulty, I constructed initial Li configurations
using orthorhombic grids with a structure based on that of Li monolayers. The
relaxation algorithm tended to preserve the symmetry of the grid and the resulting
configurations Ω̃ exhibited relatively large strain parameters σ. I also generated
initial configurations by adding random noise to the positions of atoms in ordered
Li structures before optimizing the interface. Applying this method to a relatively
small number of Li atoms, generally resulted in an ordered Li structure which was
less sensitive to the initial guess and which could be systematically extended along
the interface normal direction to generate slabs of varying thicknesses.

The results presented below all follow the approach described by equation (3.6)
based on a series of three or more consistent supercell simulations. These results
were corroborated by additional simulations using larger supercells and additional
configurations.
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Chapter 5

Li2O/Li System

5.1 Li2O/Li interfaces

Li2O is a good candidate material because of its stability with respect to Li and
its relatively simple crystal structure, shown in Figure 5.1. Additionally, the choice
of Li2O enables comparison with earlier works, as the interface between Li2O and
Li metal has been well-characterized in the literature.42–50 In this work I focus on
interfaces with the non-polar (110) surface of Li2O. I considered multiple interface

configurations Ω̃, and two representative cases are depicted in Figure 5.2. In general
I found that beyond three layers, the dependence of the results on the total number
of electrolyte layers was negligible, although the number of layers does affect the
symmetry of the resulting slab. Depending on the Li slab symmetry, the number of
electrolyte layers had to be adjusted in order to maintain symmetric interfaces within
the cell, as illustrated by the geometries shown in Figure 5.2.

The calculated lattice constant for Li2O (Fm3̄m) in my simulations was 4.53 Å.
For both of the reported configurations the supercell geometry is an orthorhombic
cell with lattice constants equal to 4.53 Å in the [100] direction and 6.31 Å in the
[1-10] direction. The lattice constant in the [110] direction depends on the amount of
metallic Li in the simulated system.

For the interface labeled Li2O/Li(Ω̃1) the metallic Li structure is patterned after
the Li structure within Li2O, as illustrated in Figure 5.2(a). The interface labeled

Li2O/Li(Ω̃2), shown in Figure 5.2(b), is representative of several similar interfaces
whose Li positions were derived from optimizing an initial configuration generated
by adding around one Å of random noise to the Li metal positions in the Ω̃1 struc-

Table 5.1: Li2O Data Table

Symmetry Fm3̄m (#225)
Calc. Lattice (Å) 4.53 Å
Formula Units/Conventional Cell 4
Formation Enthalpy/Formula Unit −6.10 eV
Visualization Figure 5.1
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Figure 5.1: Li2O conventional cell in the face-centered cubic structure. The conven-
tional cell lattice constant is 4.53 Å. The Li atoms are indicated by the smaller gray
balls, while the larger blue balls correspond to oxygen atoms.

ture. Interestingly, this randomized structure search method resulted in a structure
equivalent to a strained fcc Li structure cleaved along its (110) plane. As part of
my configuration search, I discovered several variations of this structure with lower
symmetry and very similar energies, consistent with the complicated phase diagram
of Li.41

For both configurations I calculated γ̃ab, which varies linearly with nb as predicted
by equation 3.6 and shown in Figure 5.3. The calculated values of γ̃limab are 30 meV/Å2

and 26 meV/Å2 for the Li2O/Li(Ω̃1) and the Li2O/Li(Ω̃2) configurations respectively,
while the associated values of σ are 6.1 meV/Å2/Li and 0.2 meV/Å2/Li. The large

value of σ(Ω̃1) is due to the unphysical nature of the orthorhombic Li configuration.

The small value of σ(Ω̃2) on the other hand suggests that this configuration is close to

a preferred equilibrium geometry of Li and that Ω̃2 ≈ Ω2. According to the reasoning
outlined in equation 3.7, this implies that for this case, the coherent limit of the
interface energy is close to the physical value so that for this interface, γ̃limab (Ω̃) ≈
γab(Ω).

The two configurations exhibit markedly different Li structures, both within the
Li slab and at the Li2O/Li interface. The similarity in their interface energies in spite
of their dissimilar structures suggests that multiple interface configurations may exist
near this value of the interface energy.

5.2 Interface partial density of states

In addition to the interface geometries and interface energies, the partial density of
states provide insight into the nature of the atomic interactions at the interface. I
calculated the atom decomposed partial density of states Na(E) for bulk Li, bulk

Li2O, and for the Li2O/Li(Ω̃1) and the Li2O/Li(Ω̃2) configurations. The atoms are
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(a) Li2O/Li(Ω̃1) configuration showing the in-
terface between the (110) face of Li2O and an
orthorhombic Li structure derived from the Li
structure within Li2O.

(b) Li2O/Li(Ω̃2) configuration showing the in-
terface between the (110) face of Li2O and a Li
structure similar to bulk Li under strain. The
strained Li exhbits bond lengths characteristic
of multiple Li phases.

Figure 5.2: Li2O/Li interfaces in the sandwich configuration for two different Li
structures. In 5.2a the Li2O is cleaved along the 110 face and the Li structure in
subfigure a is based on the Li structure in Li2O, while the Li in subfigure b was
generated from randomized Li positions and resembles the structure of bulk Li under
strain. In both cases the number of layers of Li2O was adjusted so that within a given
simulation the interfaces on both sides of the simulation cell were equivalent.

grouped into sets on the basis of the similarity of their atomic density of states as
described in equation 4.1. These results are depicted in Figure 5.4.

As shown in Figure 5.4c, for the Li2O/Li(Ω̃1) interface N s(E) for the Li2O is
relatively similar to the bulk density shown in Figure 5.4a. The metallic Li states
on the other hand differ significantly from the bulk N s(E) given in Figure 5.4b. The
bottom of the Li (slab) bands are near the top of the Li2O valence bands and the
Fermi level of the system is 0.8 eV higher than in the bulk like Li structure shown in
Figure 5.4b. The density associated with the Li in the first layer of the metallic slab
exhibit both Li2O-like and Li slab-like character in the corresponding energy ranges.

As shown in Figure 5.4d, for the Li2O/Li(Ω̃2) interface, the Li2O N s(E) is also
relatively unchanged from that of bulk Li2O. Consistent with my earlier identification
of the Li slab as bulk-like for this configuration, I observe that the states within the
Li slab are very similar to those for bulk Li shown in Figure 5.4a, while N s(E) for the
Li at the interface exhibits a mixture of Li2O-like and Li-like states. The observation
that the states are relatively unchanged from the bulk outside of the first layer of Li
is in good agreement with my results from the previous section which showed that
the difference in interface energy between systems with multiple layers of Li could be
attributed to lattice strain and not to interactions at the interface.

For both cases the relatively small modifications relative to the bulk density of
states agrees well with the observed stability of these interfaces.
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Figure 5.3: Plot of γ̃ab for the Li2O/Li(Ω̃1) and the Li2O/Li(Ω̃2) interfaces showing the
linear variation described in equation 3.6. The y-intercept of the graph corresponds
to γ̃limab and has the value 0.030 eV/Å2 for the Li2O/Li(Ω̃1) configuration and 0.026

for the Li2O/Li(Ω̃2) configuration. The slope of the fit lines for the two configurations

is 6.05 meV/Å2/Li for the Li2O/Li(Ω̃1) configuration and 0.225 meV/Å2/Li for the

Li2O/Li(Ω̃2) configuration. These values are summarized in Table 9.1 on page 47.
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(a) Density of states for Li metal in the bcc
structure.
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(b) Atom decomposed partial density of states
for Li2O in the Fm3̄m structure.
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(c) Li2O/Li(Ω̃1) configuration partial density of
states separated out to show the density asso-
ciated with the Li and oxygen within Li2O, the
density associated with the first layer of metal-
lic Li at the interface, and the density associated
with the interior of the Li slab. The geometry
of this configuration is depicted in Figure 5.2a.
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(d) Li2O/Li(Ω̃2) configuration partial density of
states separated out to show the density associ-
ated with the Li and oxygen within Li2O, the
density associated with the first layer of metal-
lic Li at the interface, and the density associated
with the interior of the Li slab. The geometry of
this configuration is depicted in Figure 5.2b. The
states associated with the Li slab closely resemble
those associated with bcc Li.

Figure 5.4: Figures showing the atom decomposed partial density of states for bulk
Li, bulk Li2O, and two Li2O/Li interface configurations. N s(E) is determined in
accordance with equation 4.1, and the scale of the Li atomic density has been increased
by a factor of ten for the sake of visibility. The Li at the electrolyte/metal interface
appears to have both metal-like and electrolyte-like states.
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Chapter 6

Li2S/Li System

6.1 Li2S/Li interfaces

I investigated the interface between Li2S and metallic Li. While crystalline Li2S is not,
by itself, a likely electrolyte material, it has been used as a cathode material in Li-S
batteries,51 and sulfide glass electrolyte containing Li2S-P2S5 mixtures are an area
of active research.52 Additionally, my previous work suggests that Li2S may play an
important role at Li metal interfaces in other thiophosphate electrolyte materials.31

I considered multiple possible interfaces between Li2S and Li metal, and four
represenative cases are depicted in Figure 6.2. The calculated lattice constant for Li2S
(Fm3̄m) was 5.57 Å. The supercells used to model the interfaces were orthorhombic,
and in the interface plane the cell dimensions were 5.57 Å in the 〈100〉 directions and
7.88 Å in the 〈110〉 directions. The cell dimension orthogonal to the interface varied
depending on the number of electrolyte layers and Li atoms. In each case the number
of electrolyte layers was adjusted so that the interfaces on both sides of the simulation
cell were symmetric.

The Ω̃1 and Ω̃2 configurations shown in Figure 6.2(b) and (a) are comprised of
Li2S cleaved along a (110) plane combined with an orthorhombic Li structure based

on the Li placements in Li2S. The extrapolated interface energy for Li2S/Li(Ω̃1) is

γ̃limab = 47 meV/Å2 while the slope of the fit line is σ = 4 meV/Å2/Li. For Li2S/Li(Ω̃2)
the interface energy is γ̃limab = 11 meV/Å2 while the slope of the fit line is also σ = 4
meV/Å2/Li. While both configurations are based on similar Li and Li2S geometries,
they differ in the relative alignment of the two materials at the interface. This is
reflected in the similarity of σ(Ω̃1) and σ(Ω̃2) as well as the appreciable difference

between γ̃limab (Ω̃1) and γ̃limab (Ω̃2).

The third configuration, Li2S/Li(Ω̃3), shown in Figure 6.2(c) is the interface be-
tween the (110) face of Li2S and a Li configuration generated by allowing sets of

randomized initial Li positions to relax. As in the Li2S/Li(Ω̃2) configuration, the Li
positions in the Li metal at the interface closely resemble the positions of Li atoms in
Li2S. The Li2S/Li(Ω̃3) configuration is not closely related to any readily identifiable
Li structure but its density is comparable to the fcc and bcc phases of bulk Li. The
extrapolated interface energy is γ̃limab = 19 meV/Å2, and the slope of the fit line is
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Figure 6.1: Li2S conventional cell in the face-centered cubic structure. The conven-
tional cell lattice constant is 5.57 Å. The Li atoms are indicated by the smaller gray
balls, while the larger yellow balls correspond to sulfur atoms.

σ = 0.2 meV/Å2/Li.

The last of the four cases, shown in Figure 6.2d represents an interface between a
Li2S cleaved along the (100) face and a bulk like Li structure derived from randomized
Li positions. Stoichiometric Li2S cleaved in the [100] direction results in a polar
surface. It does not have identical interfaces at both sides of the Li2S slab, but
is instead Li terminated on one side of the slab and S termination on the other.
However, when placed in contact with Li metal, the first layer of the Li metal at the
S terminated side of the slab relaxes to a configuration identical to that observed on
the Li terminated side of the slab and the resulting configurations on both sides of
slab are equivalent. The extrapolated interface energy for the Li2S/Li(Ω̃4) interface
configuration is γ̃limab = 19 meV/Å2, and the slope of the fit line is σ = 0.0 meV/Å2/Li.

In principle the Li at the interface in several of these examples, especially the
Li2S/Li(Ω̃4) configuration could be identified as belonging to either the Li2S or metal-
lic Li. Because γab depends on the amount of each material, this ambiguity could have
implications for the interface energy, since equivalent interface systems could be con-
structed from non-stoichiometric slabs with lithium or sulfur terminations on both
sides. I have restricted my analysis to the stoichiometric case.

Interestingly, the calculated interface energy for the Li2S[110] surface and the
Li2S[100] surface are very similar. This suggests that the surface energy may not
depend strongly on the cleavage of the Li2S for this system if the Li metal is not
constrained. Experimental work on liquid metal/solid insulator interfaces has also
observed that the interface energy does not always depend strongly on the exposed
cleave of the solid.53
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(a) Li2S/Li(Ω̃1) configuration showing the in-
terface between the (110) face of Li2S and a
Li configuration derived from the Li positions
in Li2S.

(b) Li2S/Li(Ω̃2) configuration showing the in-
terface between the (110) face of Li2S and a
Li configuration derived from the Li2S Li con-
figuration, but shifted so that the Li do not
attempt to line up over the S atoms at the
surface.

(c) Li2S/Li(Ω̃3) configuration showing the in-
terface between the (110) face of Li2S and a Li
structure based on optimizing randomly gen-
erated Li positions.

(d) Li2S/Li(Ω̃4) configuration showing the in-
terface between the (100) face of Li2S and a Li
structure based on optimizing randomly gener-
ated Li positions.

Figure 6.2: Figures depicting the Li2S/Li interface in the sandwich configuration for
two different Li2S cleavages and 3 different Li structures. The Li2S is cleaved along
both the 100 and the 110 face and the Li structure in subfigures a and b is based
on bulk Li under strain, while the Li structure in subfigures c and d is based on the
Li structure within the Li2S. In all cases the number of layers of Li2S was adjusted
so that within a given simulation the interfaces on both sides of the sandwich were
equivalent.
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Figure 6.3: Plot of γ̃ab for the Li2S/Li(Ω̃i) interfaces for i = 1-4 showing the linear
relationship described in equation 3.6. The numerical values are summarized in Table
9.1.

6.2 Interface partial density of states

The partial densities of states of the Li2/Li interfaces are shown in Figure 6.5. For
all four of the interface configurations, the contributions from the occupied states of
Li2S are similar to those of the bulk shown in Figure 6.4a. There is some variation in
the N s(E) curves in Figure 6.5 due to varying degrees of under-coordination of the S
atoms at the interfaces.

In particular, for the Ω̃1 structure shown in Figure 6.5a, the upper peak can
be attributed to the under-coordinated interface S site seen in Figure 6.2b. For
configurations Ω̃1, Ω̃2, and Ω̃3, the Fermi level appears to lie within the conduction
band of Li2S. A more detailed analysis shows that these contributions are confined to
the surface layer of the Li2S slab; the bulk layers are have no appreciable occupancy
of the conduction band states.

N s(E) for configurations Ω̃1 (a) and Ω̃2 (b) represent highly strained models of the
Li slabs and the corresponding Li(slab) contributions differ significantly from that of

bulk Li shown in Figure 6.4b. Configurations Ω̃3 (c) and Ω̃4 (d) have Li slabs that are
closer to the bulk geometry and the corresponding curves are similar to that of bulk Li
(apart from k-point sampling errors). Interestingly, for both of these configurations,
the Li (slab) contribution begins approximately -1 eV below the top of the valence

band of Li2S. It is also interesting to note that the configuration Ω̃4 formed from the
polar [100] surface of Li2S, in this sandwich geometry behaves very similarly to the

configuration Ω̃3 which was formed from the non polar [110] surface.

38



-4 -3 -2 -1 0 1 2 3 4 5 6 7
E (eV)

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

1.8

2

N
s (E

) 
(s

ta
te

s/
sp

h
er

e/
eV

)
Li

2
S(S)

Li
2
S(Li)

(a) Partial density of states for bulk Li2S in
face-centered cubic structure.
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(b) Partial density of states for bulk Li in the
body-centered cubic structure.

Figure 6.4: Partial density of states for bulk Li2S and Li metal in the bcc structure.
The Li density shown here is identical to that in figure 5.4.
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Figure 6.5: Partial densities of states for the Li2S/Li interfaces for the (a) Ω̃1, (b) Ω̃2,

(c) Ω̃3, and (d) Ω̃4 configurations.
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Chapter 7

Li3PO4/Li System

Li3PO4 is a potential solid electrolyte that has garnered significant interest in part
because of its close relationship to the commercial solid electrolyte LiPON. The ionic
conductivities of Li3PO4 and the various LiPON materials are too low for them to
serve as a bulk electrolytes in traditionally manufactured power batteries. Li3PO4-
like materials have been used in thin film batteries, and as a passivating coating at
Li-ion battery interfaces. The interest in Li3PO4 as a solid electrolye material is due
to its excellent electrochemical stability.

Li3PO4 exists in multiple crystal forms, but battery research has primarily focused
on the β-Li3PO4 and γ-Li3PO4 materials. These two materials have very similar struc-
tures. Both form orthorhombic crystals comprised of Li atoms and PO4 tetrahedra.
β-Li3PO4 crystallizes in the Pmn21 structure while γ-Li3PO4 forms the Pnma struc-
ture. The two structures are related by a rotation, so that the a axis in the β-Li3PO4

material corresponds to the b axis in the γ-Li3PO4 material while the a axis in the
γ-Li3PO4 material corresponds to twice the b axis in the β-Li3PO4 structure.

Table 7.1: Li3PO4 Data Table

β-Li3PO4

Symmetry Pmn21 (#31)
Calc. Lattice (Å) 6.00, 5.13, 4.74
Formula Units/Cell 2
Formation Enthalpy −21.31 eV

γ-Li3PO4

Symmetry Pnma (#62)
Calc. Lattice (Å) 10.28, 5.99, 4.82
Formula Units/Cell 4
Formation Enthalpy −21.28 eV
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(a)

(b)

Figure 7.1: Structural diagrams of supercells for Li3PO4/Li interfaces with Li, P, and
O atoms represented by small gray, tiny black, and medium blue balls respectively.
(a) Li3PO4/Li(Ω̃1) interface of [010] β-Li3PO4 and a Li slab. (b) Li3PO4/Li(Ω̃3)
interface of [010] γ-Li3PO4 and a Li slab.

7.1 Li3PO4/Li interfaces

As part of my investigation of Li3PO4 I evaluated the surface energy of multiple
Li3PO4 surfaces, including both the β-Li3PO4 (010) surface plane and the γ-Li3PO4

(100) and (010) surface planes. These surfaces were chosen because they are defined
by planes perpendicular to the lattice planes that do not disrupt the PO4 tetrahedra.
Surfaces with broken PO4 tetrahedra, or with additional tetrahedra protruding from
the surface exhibit higher surface energies than the chosen surfaces.

The surface energy of the β-Li3PO4 (010) surface is 39 meV/Å2. The surface
energies for the γ-Li3PO4 (100) and (010) surfaces are 40 meV/Å2 and 73 meV/Å2

respectively. Because the lattices of the two structures are related by a rotation, the
β-Li3PO4 (010) surface most closely resembles the γ-Li3PO4 (100) surface, and the
calculated surface energies are consistent with this geometric similarity.

I constructed Li interfaces for all three systems, and the resulting configurations
are labelled with Ω̃1−3 in keeping with my previous notation. The β-Li3PO4/Li(Ω̃1)
interface between the β-Li3PO4 (010) surface and 36 Li atoms, as well as the γ-

Li3PO4/Li(Ω̃3) interface between the γ-Li3PO4 (010) surface and 48 Li atoms are
both depicted in Figure 7.1.

For all three configurations I calculated γ̃ab following the methodology outlined in
the formalism, and these results are shown in Figure 7.2. The close similarity between
the (100) plane of γ-Li3PO4 and the (010) plane of β-Li3PO4 is evident in the close
agreement of the γ̃ab values for these interfaces.

As an additional verification of my method I also calculated the interface energy
γ̃limab for the β-Li3PO4(Ω̃1) configuration depicted in Figure 7.1a using a variation on
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Figure 7.2: Plot of γ̃ab for the Li3PO4/Li(Ω̃i) interfaces for i = 1–3 showing the
linear relationship described in equation 3.6. The numerical values are summarized
in Table 9.1 on page 47.

the method outlined in equation 3.6. In this alternative method, the lattice constants
of the orthorhombic interface cell were allowed to relax while the angles were held
constant. The lattice strain energy in this method was calculated explicitly, by calcu-
lating the total energies for both the Li3PO4 and Li slabs in the strained configuration
and comparing those energies to the corresponding values for slabs simulated using
the bulk lattice constants. The interface energy estimated via this alternative method
was 41 meV/Å2, in good agreement with the value of 39 meV/Å2 arrived at via the
extrapolation method.

7.2 Interface partial density of states

In the partial densities of states for the β-Li3PO4/Li interface shown in Figure 7.3, the
Li3PO4 states are even less affected by the presence of Li metal than the electrolyte
states in the Li2O/Li and Li2S/Li interfaces. The top of the Li3PO4 valence band is
below the bottom of the metallic Li band. As in the cases of Li2O and Li2S interfaces,
there is a small amount of occupied electrolyte conduction states just at the interface.
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Figure 7.3: Partial density of states for Li3PO4/Li interface in the Ω̃1 configuration.
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Chapter 8

Li3PS4 Interfaces

Li3PS4 is a potential solid electrolyte material that has been the subject of con-
siderable interest. While the ionic conductivity of bulk Li3PS4 itself has only been
measured to be around 2.63–8.93 × 10−4 mS/cm, the conductivity of closely related
compounds such as Li7P3S11 and the Li10GePS12 family of materials have been ob-
served in the 0.1–12 mS/cm range, competitive with the room temperature conduc-
tivity of existing liquid electrolytes (10 mS/cm).54 These high-conductivity phases
are in general somewhat unstable with respect to Li3PS4 in the sense that

∆H(Li7P3S11) −→ ∆H(Li3PS4) + ∆H(Li4P2S6) + 0.78 eV . (8.1)

The metastability of these highily conducting phases means that they may not be
robust enough for commercial battery applications. At the same time, the existence
of several highly conducting material phases closely related to Li3PS4 underscores
the potential of the Li3PS4 system. In addition to the bulk crystalline structures
mentioned previously, there have been attempts to study more highly conducting
glassy and nanostructured forms of Li3PS4.55

Table 8.1: Li3PS4 Data Table

γ-Li3PS4

Symmetry Pmn21 (#31)
Calc. Lattice (Å) 7.55, 6.45, 6.05
Formula Units/Cell 2
Formation Enthalpy −8.36 eV

β-Li3PS4

Symmetry Pnma (#62)
Calc. Lattice (Å) 12.89, 7.80, 5.92
Formula Units/Cell 4
Formation Enthalpy −8.16 eV
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Figure 8.1: Structural diagram of γ-Li3PS4[010]/Li interface with 24 Li with Li, P,
and S represented by small gray, tiny black, and medium yellow balls respectively.
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Figure 8.2: Interface energy for the γ-Li3PS4[010]/Li interface. The large negative
value of γ̃ab is due to chemical reactions that occur at the interface. The bond breaking
and bond formation at the interface dominates lattice strain effects.
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8.1 Li3PS4/Li

The interface between Li3PS4 and metallic Li exhibits substantial disruption of the
Li3PS4 structure at the interface as shown in previous work.31 While Li3PS4 exists
in both β-Li3PS4 (Pnma) and γ-Li3PS4 (Pmn21) phases, the structural and ener-
getic differences between the phases are small compared to the disruption of the
electrolyte/anode surface due to Li metal. Consequently, I present quantitative re-
sults only for the γ-Li3PS4 (010) surface, although my results for the other phases
and surfaces are similar.

This interface is visualized in Figure 8.1. The PS4 tetrahedra near the surface
of Li3PS4 break apart and bond to the metallic Li, forming a Li2S-like phase at the
interface. This agrees well with experimental results that show the formation of a
similar layer at the Li/Li3PS4 interface.56 The disordered nature of the Li3PS4/Li
interface evident in Figure 8.1 increases the variance in possible interface configura-
tions. The interface energy calculated according to equation 3.6 was -216 meV/Å2,
as shown in Figure 8.2. The large energies associated with the different chemically
altered interfaces dominate the energy contributions from the lattice strain.

Observed values for γ̃ab varied between−175 and−225 meV/Å2, with the variation
due primarily to the extent of the decomposition reaction at the interface. For all of
the configurations considered, the Li3PS4/Li reaction resulted in the formation of a
disordered Li2S-like phase, which appeared to passivate the electrolyte against further
degradation. Our zero temperature simulations are expected to underestimate the
size of such a passivating layer, and it is not clear from our results alone how robust
this insulating layer is. The formation of an electrically insulating layer comprised of
amorphous Li2S and Li3P could explain the successful use of Li3PS4 electrolytes in
experiments.

8.2 Li3PS4/Li partial density of states

The partial density of states for a γ-Li3PS4/Li interface is shown in Figure 8.3 with
separate panels for the three main regions. The Li slab PDOS in the top panel closely
resembles the N s(E) of bulk Li as shown in Figure 6.4b. Similarly, the N s(E) for the
electrolyte region shown in the bottom panel resembles that of bulk γ-Li3PS4 shown
in Figure 8.3. The bottom of the Li slab band lies 1.5 eV below the top of the valence
band of the electrolyte. The Fermi level for the system, which is determined by the
Li slab, lies just below the conduction band of the remaining Li3PS4.

The interface N s(E) plots are given in the middle panel of Figure 8.3 show the
reaction products at the interface. The Li (electrolyte) set refers to Li which interact
with P as evidenced by their contributions in the energy range of −7 to −8 eV corre-
sponding to the 3s state of P. The Li (interface) contributions refer to the remaining
Li atoms in this region and have similar qualitative behavior to the Li (interface)
curves for the Li2S/Li system. The S contributions are divided into “P-S bond” and
“no P-S bond” sets, based on their interaction with P, analagous to the Li division.

The close resemblance of the S (no P-S bond) curve to N s(E) for the Li2S(S)
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Figure 8.3: Partial density of states for γ-Li3PS4/Li interface (left) and corresponding
optimized structure (right). The three panels of the N s(E) plot correspond to the Li
slab region, the interface region, and the electrolyte region, respectively.

set shown in Figure 6.5 supports the notion that the reactive layer forms a Li2S-like
phase. Correlated with the formation of Li2S is the reduction of the P within Li3PS4,
which can be seen in the shift of the unoccupied P conduction band states in the
bottom panel to occupied states below the system Fermi level in the middle panel.

8.3 Li3PS4/Li2S

Motivated by the formation of an Li2S-like phase at the Li3PS4/Li interface I con-
sidered the interface between the γ-Li3PS4 (010) and the Li2S (110) surfaces. The
Li3PS4 (010) face has lattice constants 6.05 Å and 7.55 Å, while the Li2S (110) face
has lattice constants 5.57 Å and 7.88 Å. The interface was constructed by aligning
the dimensions appropriately and straining the Li2S slab to the γ-Li3PS4 lattice. The
space groups of the two materials are not compatible with the formation of identical
interfaces on both sides of the simulation cell in the sandwich configuration, as can
be seen in Figure 8.4.

The estimated interface energy using equation 3.6 is 16 meV/Å2 as shown in
Figure 8.5. In order to estimate the effect of the asymmetry on the interface energies,
I constructed two corresponding sets of vac/Li3PS4/Li2S/vac supercells. The interface
energies in these cells were calculated using the same methodology as in the combined
system, modified to account for the additional contributions of the vacuum surface
energies associated with the Li2S (110) and Li3PS4 (010) surfaces. I found the separate
interface energies in these vacuum terminated cells to be 13 meV/Å2 and 11 meV/Å2.
The average of the two separate interface energies is smaller than γ̃ab determined
from the sandwich geometry because the interface geometries obtained by relaxing
the vac/Li3PS4/Li2S/vac supercells have fewer constraints. The Table 9.1 lists the
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Figure 8.4: Structural diagram of γ-Li3PS4[010]/Li2S[110] interface with Li, P, and
S represented by small gray, tiny black, and medium yellow balls respectively. The
asymmetry of the two interfaces is evident.

value obtained from the sandwich configuration, consistent with the method used for
the other materials.

8.4 Li3PS4/Li2S partial density of states

The partial density of states plot for the Li3PS4/Li2S interface shown in Figure 8.6
illustrates that two materials are generally not reactive and the S contributions to the
occupied states of both materials largely overlap in the energy range of −3.5–0 eV.
This superposition of the Li2S valence band and the Li3PS4 valence band is also seen
in the reactive region of Figure 8.3.
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Figure 8.5: Plot of γ̃ab for the γ-Li3PS4[010]/Li2S[110] interface. Numerical values for
γ̃limab and σ are reported in Table 9.1 on page 47.
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Chapter 9

Summary and Conclusions

9.1 Interface energy summary

Table 9.1 summarizes the results for the calculated interface energies; selected surface
energies are also included for comparison. The values for γ̃limab and σ were determined
from a linear fit to equation (3.6). The data was well represented by the linear model,
even for small values of nb, and the estimated error for the non-zero values was on
the order of between 1% and 3%. The observation that the linear relationship of
equation (3.6) describes the interface energies even for small values of nb implies that
the interface effects are short ranged. The notion that interface interactions are short
ranged is also consistent with the observation that γ̃ab is insensitive to the magnitude
of na.

A review of investigations of Li2O surface energetics by Hayoun and Meyer43

found that the reported values of the Li2O [110] surface energy varied between 56
and 90 meV/Å2. Our calculated surface energies are consistent with the literature for
the non-polar surface of Li2O,43 Li2S,57,58 and Li3PO4.59 For modeling the vacuum
interfaces I examined the effect of including a self-consistent dipole correction to the
structural optimization of the surfaces.60 This correction significantly decreased the
size of the vacuum region needed to converge the polar Li2O and Li2S surfaces, but did
not alter the calculated surface energies and structures. The calculated surface energy
for the unreconstructed polar surfaces are in excellent agreement with the work of
Chen and Kaghazchi.57 The calculated surface energies for the unreconstructed polar
surfaces of are significantly larger than the non-polar surface energies. This large
difference in the surface energies, however, is not observed in the corresponding Li
interface systems, where I find that γ̃limab for Li2S[110]/Li(Ω̃3) is equal to γ̃limab for

Li2S[100]/Li(Ω̃4).

In general, the results of Table 9.1 show that the surface and interface energies
of the materials containing oxygen are larger than the values for the corresponding
sulfur-containing materials. This trend is consistent with the relatively larger forma-
tion energies for the oxide materials compared to those of the corresponding sulfides.

The interface energies have been explicitly shown to be well-converged with respect
to system size in the dimension normal to the surface plane. In addition, small values
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Table 9.1: Summary of the calculated values of γ̃limab in meV/Å2 (N.B.
1 meV/Å2=16.02 mJ/m2.) Also included are the calculated strain energies σ ex-
pressed in units of meV/Å2/formula unit of material b. The final column lists the
corresponding structural diagrams.

Configuration (Ω̃) γ̃limab σ Visualization
(meV/Å2) (meV/Å2/FU)

Li2O[100]/vac 304 — —
Li2O[110]/vac 72 — —

Li2O[110]/Li(Ω̃1) 30 6.1 Figure 5.2a

Li2O[110]/Li(Ω̃2) 26 0.2 Figure 5.2b

Li2S[100]/vac 162 — —
Li2S[110]/vac 41 — —

Li2S[110]/Li(Ω̃1) 47 4.0 Figure 6.2a

Li2S[110]/Li(Ω̃2) 11 4.0 Figure 6.2b

Li2S[110]/Li(Ω̃3) 19 0.2 Figure 6.2c

Li2S[100]/Li(Ω̃4) 19 0.0 Figure 6.2d

β-Li3PO4[010]/vac 39 — —
γ-Li3PO4[100]/vac 40 — —
γ-Li3PO4[010]/vac 73 — —

β-Li3PO4[010]/Li(Ω̃1) 39 1.8 Figure 7.1a

γ-Li3PO4[100]/Li(Ω̃2) 33 1.6 —

γ-Li3PO4[010]/Li(Ω̃3) 31 0.0 Figure 7.1b

γ-Li3PS4[010]/vac 20 — —
γ-Li3PS4[010]/Li -216 -0.1 Figure 8.1

γ-Li3PS4[010]/Li2S[110] 16 1.0 Figure 8.4
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of σ for some of the configurations indicate that these systems are also well converged
with respect to system size in the surface plane.

In the course of this study, many interface configurations were considered; these
necessarily represent only a small sample of the possible configurations. However,
the relatively close agreement among the interface energies γ̃limab for the low energy
configurations reported here indicates that γab is likely to be in this range. Within
the results reported in Table 9.1, the interface structures Ω̃ with small values for both
γ̃limab and σ are likely to be more representative of the structure of physically realized
interfaces.

Direct simulation of the electrolyte/Li and electrolyte/electrolyte interfaces fur-
ther suggests that all of the interfaces except for that between Li3PS4 and metallic Li
are at least metastable, while the Li3PS4/Li interface is observed to undergo a chem-
ical transformation. This transformation appears to produce a passivating layer with
stable Li2S/Li and Li3PS4/Li2S interfaces. The greater magnitude of the interface
energy associated with the Li3PS4/Li interface, relative to that of the other material
interfaces is due to the large energies associated with breaking and forming chemi-
cal bonds at the interface. The negative sign of the interface energy suggests that
the adhesive forces at the interface exceed the cohesive forces holding the respective
materials together and is probably a good indicator of a chemically active interface.

9.2 Interface reactions

In addition to describing equilibrium properties of the interface, we also investigated
ion transport and chemical reactions involved with the interface. One process that is
of particular interest is the migration of metallic Li from the anode into the electrolyte.
I studied this phenomenon in the Li3PO4/Li system and found that if I removed a Li
atom from the Li slab and placed it into a stable interstitial site in the electrolyte as
visualized in Figure 9.1, the associated electron remained in the slab. For this system,
the fact that the metallic states are well separated from those of the electrolyte allowed
us to determine that the number of electrons in the metallic bands was one greater
than the number of Li atoms remaining in the slab by counting the states in each
energy range.

Quantitative analysis of this effect using supercells and periodic boundary condi-
tions is complicated by the relatively large electric fields associated with the charge
separation process. The partial densities of states for the system shown in Figure 9.1
are strongly affected by the electric fields E1 and E2 which are due to the separation
between the positive charge at the interstitial site and the excess negative charge in
the metal slab. The magnitude of these electric fields can be estimated by analyz-
ing the densities of states associated with core electrons of P at different positions
within the electrolyte. I found that for this geometry, the electric fields in the inter-
face normal direction (y) have magnitudes of approximately eE1 = 0.54 eV/Å and
eE2 = 0.27 eV/Å in the regions above and below the interstitial site respectively, as
indicated in Figure 9.1. In order to separate the intrinsic partial densities of states
of this system from the effects of these fields, I adapted the partial densities of states
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Figure 9.1: Structural diagram of a supercell of β-Li3PO4[010]/Li with an interstitial
defect and 11 Li atoms in the metallic slab. Li, P, and O sites are indicated with
small gray, tiny black, and medium blue balls respectively. The vertical direction
of the diagram is oriented along the interface normal direction (y). The red arrows
indicate the direction, extent (length of arrow) and magnitude (width of arrow) of
the electric fields E1 and E2 within the electrolyte.
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analysis (equation 4.1) as follows. I assumed that the fields are well approximated as
occurring only within the electrolyte and vary only in the y direction so that their
effects are to shift the local band energy relative to the energy at the location (y0) of
the interstitial Li+ so that

N s
corr(E) =

1

Ms

∑
a∈s

Na(ε(E, ya)) where

ε(E, ya) = E − (ya − y0)eE1Θ(ya − y0)

− (y0 − ya)eE2Θ(y0 − ya),

(9.1)

were Θ(x) denotes the Heaviside step function, eE1 and eE2 represent the magnitudes
of the estimated electric fields mentioned above, and ya denotes the position of atom
a. The partial density of states associated with the metallic Li slab is unaffected.

N s
corr(E) for this system is visualized in Figure 9.2, which illustrates the alignment

of both the core and valence states throughout the electrolyte. While there remains
some distortion of the partial densities of states curves due to the strong electric
fields, the general shape and width is similar to that for the interface system without
the interstitial Li+ shown in Figure 7.3, validating the electric field estimates. The
interstitial Li+ site is located only 2 Å from one of the oxygens in Li3PO4. This
proximity strongly affects its partial density of states; the corresponding N s

corr(E) for
this unique oxygen and the interstitial Li+ are plotted separately. N s

corr(E) for the
interstitial Li+ is confined to the valence energy region of the electrolyte, consistent
with its characterization as an ion.

The energy associated with forming the defect configuration shown in Figure 9.1 in
my simulation is 2.1 eV, consistent with previous work by Santosh and co-workers.59,61

A large component of this energy is due to the electrostatic interaction between the
Li+ and the excess negative charge in the metallic slab. The negative charge remaining
in the anode is an appropriate model of a battery in an open circuit where there is
no ionic or electronic current flow, consistent with the high calculated energy for Li+

migration. By contrast, in a discharging battery, the flow of electrons in response to
the chemical potential difference between the electrodes results in the anode becoming
positively charged. In Li ion battery cells the anode is typically charged to +3 V or
more relative to the cathode. Under these conditions we expect the transport of Li+

ions into the electrolyte to have a substantially reduced or negligible energy barrier.
Another interesting consideration for these systems is their interface stability. In

the previous section I showed that it is possible to form stable Li3PO4/Li interfaces,
while the Li3PS4/Li interface decomposes. In spite of this contrast, if one considers
the possibility of exposing either Li3PO4 or Li3PS4 to metallic Li, both of the follow-
ing reactions are exothermic according to the heats of formation calculated for the
materials.31

Li3PO4 + 8Li −→ Li3P + 4Li2O + 6.64 eV (9.2)

Li3PS4 + 8Li −→ Li3P + 4Li2S + 12.30 eV (9.3)
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Figure 9.3: Plot of minimum energy barrier EA (in eV) as a function of the normalized
reaction coordinate for the breaking of a P-O bond at a β-Li3PO4/Li interface as
determined with the NEB approximation. The 3 inserts represent structural diagrams
of the initial, maximal, and final configurations of the process using small gray, tiny
black, and medium blue balls to represent Li, P, and O, respectively.

In these reactions P drastically changes its oxidation state from formally P+5 in
Li3PO4 and Li3PS4 to P−3 in Li3P. These reactions suggest that both Li3PO4/Li and
Li3PS4/Li interfaces should be unstable at equilibrium. The result that Li3PO4/Li
interfaces are observed to be stable both computationally and experimentally62 sug-
gests that there is a kinetic barrier that prevents the reaction in equation (9.2) from
occurring.

I considered some aspects of this activation barrier by directly breaking a P-O bond
at the interface using the nudged elastic band (NEB) method to find the minimum
energy barrier between two meta-stable O positions in the system. Because the energy
of breaking the P-O bond is large compared to that of rearranging the Li atoms in
the Li slab, for some of my paths, including the reported one, I imposed an artificial
cost for moving the Li atoms in order to stabilize the path optimization algorithm.
In general, I find that moving a O from one of the PO4 tetrahedra in Li3PO4 to the
Li slab, often results in a net lowering of the energy of the system, as seen in Figure
9.3 and broadly consistent with equation (9.2). The NEB results for one of the many
bond-breaking geometries considered are shown in Fig. 9.3 where the activation
energy for the process is approximately 3 eV. This analysis is consistent with the
existence of the kinetic barrier to the decomposition reaction 9.2. Apparently for the
Li3PS4/Li system no such barrier exists.
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9.3 Conclusions

One of the things I observed while constructing my interface systems was that min-
imizing the lattice mismatch between materials did not always result in ordered in-
terfaces. As an example, in forming an interface between the β-Li3PO4[010] surface
and a bcc Li [100] surface, a supercell with 3 unit cells of β-Li3PO4 and 4 cells of bcc
Li in the β-Li3PO4[001] direction results in a lattice mismatch of only 5%. However,
the resulting configuration has more metallic Li atoms at the interface than O atoms
for them to interact with. This site mismatch is highly unfavorable and attempting
to optimize such an interface dramatically alters the Li structure.

For the stable interface systems studied, the interface effects are found to be
confined to within a few angstroms of the interface, as shown by both the linearity
of the calculated plots of γ̃ab(Ω̃,nb) versus nb as well as the partial density of states
analysis. This implies that these systems can be well modeled with relatively small
supercells in the dimension normal to the interface. The small volume of the interface
region suggests that, in the limit of perfect atomically sharp interfaces, the altered
chemical environments at the interface may have a limited influence on the system.

I found a positive value for γ̃limab (Ω̃) for all of the interfaces we considered except

for Li3PS4/Li, which I observed to be unstable. A negative value of γ̃ab(Ω̃) implies
that the bulk energies naEa +nbEb are smaller in magnitude than the total energy of
the interface system Ẽab(Ω̃,na,nb). In other words, the interface interaction is stronger
than the corresponding interactions within the bulk materials, allowing the interface
to disrupt the bulk structures.

I have illustrated that interface stability is not always correctly predicted by heat
of formation analysis, as shown by the stable Li3PO4/Li interfaces, and I explored
some of the kinetic barriers that stabilize that system. For unstable systems, such
as β-Li3PS4/Li and γ-Li3PS4/Li, I have shown that partial density of states analysis
can be used to identify redox reactions at the interface. Specifically, I identified the
occupation of conduction band states of P at the interface consistent with its expected
change in oxidation state.

As noted in the recent review paper of Li and co-workers,12 solid electrolytes have
great promise for high voltage batteries in part because of their wide electrochem-
ical windows.63 In order to avoid the reduction or oxidation of the electrolyte by
the electrodes and maintain the stability of the electrode/electrolyte interface, the
lowest unoccupied electrolyte band must be offset above the anode Fermi level, and
the highest occupied electrolyte band must be below the cathode Fermi level. This
band offset model is qualitatively supported by the stability results in my simulated
interfaces.

I can obtain a partial quantitative verification of our calculated offsets using my
simulations of the γ-Li3PO4/Li system. A recent investigation by Sumita and co-
workers of the LiFePO4/γ-Li3PO4 interface system based on methods similar to those
employed in this work found that the Fermi level of LiFePO4 was 1.2 eV above the
top of the γ-Li3PO4 valence band.64 In my simulations of the Li3PO4/Li interface I
found that the Li Fermi level was located 4.6 eV above the γ-Li3PO4 valence band,
similar to the gap seen in the related system shown in Figure 7.3. Using the γ-Li3PO4
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valence band edge as a common reference, the predicted energy difference between the
LiFePO4 and Li Fermi levels is 3.4 eV, in excellent agreement with the experimentally
determined value of 3.45 eV.9

I also demonstrated how the modeling of transport properties at electrode/electrolyte
interfaces are complicated by the separation of the ionic and electronic charge. Be-
cause the internal components of a discharging battery do not maintain charge neu-
trality, models that do not take this into account may estimate migration barriers
revelant for the open circuit battery instead.

In this work I outlined several aspects involved with the detailed modeling of
solid-solid interfaces. A practical scheme was developed to compute an intensive
measure of the interface interaction γ̃limab (Ω̃), explicitly accounting for the effects of
lattice strain. This scheme enables the quantitative comparison of disparate interface
geometries on a consistent basis. By considering disparate interface geometries I
attempted to estimate not only the most probable value of the interface energy, but
the likely extent of its variation. For the cases I studied, smaller values of γ̃limab

corresponded to more physically probable interface configurations. The interface
energy formalism, combined with analysis of the interface densities of states, allowed
us to characterize possible interface structures and to determine their stability for
several systems relevant to the further development of solid state batteries.

I identified multiple attributes that appear to be indicative of the chemical stability
of the interface for these systems. The most novel of these attributes were the sign of
γ̃limab and the relative positions of the occupied and unoccupied bands for the interface
materials.

For select optimized geometries I also investigated charge transfer processes across
the interface, and I observed both the charge dissociation associated with a Li atom
migrating into an electrolyte material and the change in oxidation states associated
with reactivity at the interface.
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